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Abstract— Decision tree and decision tables are well known representational model for classification technique. Decision table is widely 

used due to its comprehensibility and expainability. KDRuleEx algorithm extracts accurate and comprehensible single order dec ision table. 

Many times decision tables may be lengthy due to duplication of most of the feature values. This lengthy decision table can be reduced by 

allowing non atomic values in decision table. A decision table having non atomic feature values is called second order decisi on table. An 

equivalent and more comprehensible second order decision table can be extracted by applying certain transformation rules on the single 

order decision table. In this paper, a novel algorithm KDSODTEX, for extracting second order decision table with the use of KDRuleEx has 

been proposed. The experiment and result shows that extracted table is more comprehensible and equivalent. 

Index Terms— Rule Extraction, decision table, second order decision table, comprehensibility, transparency, accuracy, classifier, ANN.  

——————————      —————————— 

1 INTRODUCTION                                                                     

ULE extraction is the task of transforming an opaque 
model into transparent and hopefully comprehensible 
model. Comprehensibility is one of the most targeted re-

search area in rule extraction. Comprehensibility is required in 
many areas and decision table represents the classification of 
the dataset in comprehensible and explainable form then the 
other classifier like decision tree, if then rule etc. Rules 
represented by decision table may have common values for 
many feature causing redundancy. By removing this redun-
dancy size of decision table can be reduced. These rules with 
many common values with same decision may be combined to 
represent a set of rules. In this paper we propose a novel algo-
rithm KDSODTEX which takes first order decision table as 
input and extracts equivalent second order decision table.  
Result shows that the new algorithm is capable of deriving 
equivalent, more comprehensible and consistent second order 
decision tables. Second order decision table associate the same 
classification(s) to any condition as given to first order table. 
The resultant second order decision table increases the com-
prehensibility by having less number of rules and feature 
[8][11] which increase the local and global comprehensibility. 

2 LITERATURE SURVEY 

Classifier model can be represented in the form of if-then rules 
[9], association rules, decision trees [10] and decision table [1]. 
The usefulness of a classifier entirely depends on comprehen-
sibility, accuracy and explain-ability of the model. Decision 
tree and decision table are widely used representation model 
for classifying data and rule extraction techniques. The im-

proved and more comprehensible representation model of 
decision tree is decision table which can be easily interpreted 
by users[13]. Decision tables are widely used in knowledge 
based decision support systems [12]. Research shows that de-
cision table wins user confidence over decision tree due to its 
resemblance with most familiar structures like spread sheets, 
relational data etc[8]. In literature, extraction of single order 
decision tables is done: by viewing reverse Naïve bayes struc-
tures [6], by combining feature subset selection and computa-
tion of probabilities [7], by using the wrapper algorithm that 
selects features for a hypothesis with the highest future pre-
diction accuracy, known as IDTM algorithm[7], and by using 
the ANN, known as KDRuleEx [1].  

The idea of rough set theory is to extract rules by feature 
and value reduction in the building the ability of the classifica-
tion [3]. Based on rough set theory proposed by Pawlak [14] 
an information system is a useful concept for classification of 
data. Information system is based on the assumption that to 
every object of the universal set some information is asso-
ciated. The information system contains data about objects of 
interest characterized in terms of some attributes. If we distin-
guish condition and decision attributes in the information sys-
tem, then such a system is called a decision table. The concept 
of information system and decision table was originally pro-
posed by Pawlak. Formally Information System can be 

represent by  . If there exist C, D  At such that C 

 D = Φ and C   D = At , then S may be treated as decision 
table, denote by S = (U, C, D) [14]where C is known as condi-
tion attributes and D as decision attribute. The decision table 
contains a set of decision rules. The expression if Φ then ψ is 
called a decision rule, where Φ and ψ belong to C and D, re-
spectively [16, 17, 18, 19]. Then, certainty factor and coverage 
factor are defined for every decision rule [4]. The two factors 
show correctness and consistency of a decision rule [5, 17, 20], 
based on which the classification of decision rules is done.  
The structure of conventional decision table has two main 
components scheme and body. The scheme represents set of 
condition attributes and class attribute and the body is essen-
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tially a table of labeled data items where the attributes speci-
fied by the scheme form the rows and the decisions (classifica-
tions) form the columns [15]. The empty component in condi-
tion is referred to as “don’t care” values. With every condition 
attribute a  C, set of values Va is associated, called the do-
main of that attribute. Each column of decision table induces a 
decision rule. 

3 PROPOSED TECHNIQUE: KDSODTEX 

Second order decision table can be generated by applying cer-
tain transformational rules on first order decision table. Two 
similar rules having only one attribute value changed, can be 
joined, resulting non atomic entries in decision table. Non 
atomic entry is a set of values and will be treated as disjunc-
tion or choices. In second order decision tables, attribute val-
ues appearing in the form of set inside the table populated. If 
non atomic entry for a attribute a  C is equal to complete do-
main value Va, then that attribute can be replaced by . 
Second order decision table is capable of representing complex 
rules more easily. Second order table can be viewed as a type 
of one-level nested relation [13]. Logical view of structure of 
conventional table for the light bulb example [21] has been 
shown in table 1. An equivalent second order and simplified 
structure of second order has been shown in table 2 and table 
3. The  in table 3 represents don’t care condition. Don’t care 
condition represents that all possible feature values. 
 

Table 1: Conventional Decision Table 
 

Decision      
Attribute Off Off Off On On On On Off 

Rule 
Length 

3 3 3 3 3 3 3 3 

Att1 T T T T F F F F 

Att2 T T F F T T F F 

Att3 T F T F T F T F 

 
Table 2: Second Order Decision Table 

 

Decision 
Features On Off Off Off On On 

Rule 
Length 

3 3 2 2 2 2 

Att1 T F T T F F 

Att2 F F T {T,F} T {T,F} 

Att3 F F {T,F} T {T,F} T 

 
Table 3: Simplified Second Order Decision Table 

 

Decision  
Features 

On Off Off Off On On 

Rule Length 3 3 2 2 2 2 

Att1 T F T T F F 

Att2 F F T  T  

Att3 F F  T  T 

 
Decision table represented in table 2 and table 3 are an equiv-

alent second order decision table having less number of rule and 
rule length in comparison to decision table specified by Table 1 
which result increased comprehensibility. In the process of ex-
traction of decision table two types of comprehensibility, global 
and local can be visualized where global comprehensibility deals 
with entire size of table and local deals with size of individual 
rule length [2]. Second order decision table would be useful for 
users as well as machines for faster decision making. 

 
1. Join: Any two rules having all the attribute values same 

except one must be joined and can be replaced by joined 
rule. This reduces the size of decision table and increases 
the comprehensibility. Joining of two rules generate non 
atomic entry for the changed attribute in the joined rule. 
The non atomic entry is set of atomic values. If the 
changed attribute has all possible value of that attribute 
equivalent to domain then that attribute value can be re-

placed by  in the joined rule, equivalent to saying that 
this attribute valued do not have any effect.   Let R1 = {x1, 
x2, x3, x4} and R2 = {x1, y1, x3, x4}. R1 Join R2 extracts 
new rule R12 as {x1, {x2,y1}, x3, x4} and is added in deci-
sion table.   If {x2, y1} is set of all possible attribute values 
for the second attribute then the joined rule R12 can be 

changed from  {x1, {x2,y1}, x3, x4} to {x1,  , x3, x4} result-
ing reduce rule length. 

2. Elimination: Joining of R1 and R2 affects the decision ta-
ble by adding new rule R12 and eliminating R1 and R2. 

3. Rule Avoidance: Rules having minimal role in classifying 
the data set can be merged with the highly matched rule. 

4. Reduction of Rows:  In our decision table, rows represent 
the contribution of feature values amongst various deci-
sion rules specified by columns of the decision table. The 
size of decision table may be reduced by deleting the un-
necessary features which has no value in body [11]. 

 
 KDRuleEx algorithm extracts first order decision table 

from the given data set. The output of KDRuleEx is used as 
input for the proposed algorithm (KDSODTEX) which extracts 
second order decision table. Detailed KDSODTEX algorithm 
has been presented in Figure 2 and Figure 3.  KDSODTEX 
starts by initializing maxRow and maxCol by size of the rows 
and columns of first order decision table.  Increase maxRow 
by one to add one row at bottom to denote the processing sta-
tus of the associated rule. Algorithm then compares unpro-
cessed rules for checking the availability of two rules having 
one feature value changed against the same class. Such rules 
can be joined according to the transformational rule no 1, 2 
and 3.  After joining the rules if changed feature value in-
cludes all the feature values from domain Va, then this feature 

value can be set  (NULL) in new joined rule.  Whenever a 
join condition sets true new rule is added in the decision table. 
If ith rule is tested against jth rule then denote the status of ith 
and jth column “processed” in the last row of second order 
decision table. 
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Algorithm: KDSODTEX (DT) 

 /* Extract second order decision table from conventional deci-

sion table */         

Input: First Order Decision Table,  

Output: Second Order Decision Table 

Method: 

1. maxRow = Number of Row in DTable+1;  

2. maxCol= Number of column in DTable; 

3. DTable(maxRow,1)={'Processed'}; 

4. for i=2: maxCol-1 

5. for j=2: maxCol 
6. Compare unprocessed ith  rule to jth rule with same deci-

sion and where i<>j 

7. if only one value is changed in above selected two 

rule column then  

8. maxCol= maxCol+1 

9. Add a new rule into decision table by union of these two 

rules. 

10. Check the value of changed attribute in joined rule for 

domain completion,  

11. if it’s domain complete then replace it by  (NULL) 

12. Mark ith  and jth rule processed 

13. end if 

14. end if  

15. end for 

16. end for 
 

Figure 2: Algorithm for second order decision table 

4 EXPERIMENT AND RESULT 

The proposed algorithm has been tested for the zoo data set 
downloaded from UCI data repository. This data set is popularly 
used for classification. This data set contains 101 instances charac-
terized by 16 categorical attributes and classified by 7 different 
classes. The details of distribution of instance in different class 
have been shown in Table 4. Our experiment shows that pro-
posed algorithm is capable to reduce number of rules and rule 
length.  

We have used Info Gain technique for identifying the split-
ting feature in this study. We have observed that using this tech-
nique new kind of relationships amongst features inside the rule 
has been found, which were not reported earlier.   Table 5 
represents the first order decision table of Zoo dataset extracted 
using KDRuleEx. Total no rules represented by decision table are 
13. Table 6 represents the equivalent second order decision table 
extracted from KDSODTEX by summarizing 13 rules into 11 
rules. Table 7 represents the confusion matrix showing the accu-
racy of the extracted model. 

5 CONCLUSION 

In this paper we have presented an algorithm that extracts accu-
rate yet comprehensible second order decision table from deci-
sion table generated using KDRuleEx. KDRuleEx algorithm uses 
ANN for accurately inducing first order decision table from the 
dataset. Experiment and results conclude that explain-ability of 

second order decision table is better that the first order decision 
table. The results show that our extracted model is better because 
obtained rules are optimized on several criteria and results show 
a high level of accuracy.  Extracted second order decision table is 
an equivalent classification model of first order decision table 
having less number of rules and rule length. 

 
TABLE-4: CLASS WISE DISTRIBUTION OF INSTANCES 

 

Value of Target 

Class  

# of Instance 

in dataset 

# of Instance 

correctly 

classify in 

each Class 

% of Accurate 

classify In-

stances in 

each Class 

Mammal 41 41 100 % 

Bird 20 20 100 % 

Reptile 5 5 100 % 

Fish 13 13 100 % 

Amphibian 4 4 100 % 

Fly 8 8 100 % 

Shellfish 10 9 90 % 

 
Experiment result shows that the accuracy and fidelity is not 

compromised, number of don’t care ) conditions in table gets 
increased, resulting more comprehensible representation. Ex-
tracted model and rules can easily be used with other for machine 
learning systems and average complexity to make prediction 
using extracted model gets reduced resulting better system per-
formance. Column level (rule) simplification in decision table has 
been proposed in current algorithm by joining the rule. Simplifi-
cation against rows (feature) can be done for those features which 
are not sufficiently contributing in decisions. The proposed algo-
rithm has been suggested for the categorical feature values. Algo-
rithm can be used for discrete or ordinal by making some 
changes in algorithm. 
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TABLE 5: FIRST ORDER DECISION TABLE FOR ZOO DATASET 
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Rule Length 2 3 2 2 1 1 3 3 2 2 3 3 3 

hair     T   T       F   F     F   

eggs                   F         T 

aquatic        F     F     T   T   

toothed    T                 F     

fins       F           T     F   T 

legs     4 0 2 6 8 5 4 0 2 6 0 4 0 

 

 

TABLE 6: SECOND ORDER DECISION TABLE FOR ZOO DATASET 

 

Mammal 

R
ep

ti
le

 

F
ly

 

R
ep

ti
le

 

M
am

m
al

 

B
ir

d
 

S
h
el

lf
is

h
 

S
h
el

lf
is

h
 

A
m

p
h
ib

ia
n
 

F
is

h
 

M
am

m
al

 

S
h
el

lf
is

h
 

Rule 

Length 3 2 3 3 2 2 3 3 3 2 1 

hair         F   F     F   T   

eggs           F         T     

aquatic    F F     T   T       

toothed  T           F         

fins     F     T     F   T     

legs     0 6 4 0 2 6 0 4 0 {2,4} {5,8} 
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TABLE 7: CONFUSION MATRIX 

 

  
Mammal Fish Bird Shellfish Fly Amphibian Reptile 

  

Mammal 41 0 0 0 0 0 0 41 

Fish 0 13 0 0 0 0 0 13 

Bird 0 0 20 0 0 0 0 20 

Shellfish 0 0 0 9 0 1 0 10 

Fly 0 0 0 0 8 0 0 8 

Amphibian 0 0 0 0 0 4 0 4 

Reptile 0 0 0 0 0 0 5 5 

  41 13 20 9 8 5 5 101 

 


